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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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Abstract

The many forms of wireless communication used these days have created a greater demand 
for strong and flexible cryptographic methods to protect from new security risks that can 
happen as quantum computing advances. Diffie-Hellman and RSA approaches have been 
basic to cryptography, but work on these can now be weakened by attack methods such as 
Shor’s and Grover’s algorithms following quantum developments which undermines many 
post-quantum schemes.

In our research, we develop a plan using Quantum Machine Learning (QML) to help ensure 
the security of future wireless networks. As a result, this design pairs quantum theory 
with reinforcement learning to create strong keys that cannot be accessed by attackers. 
Value is drawn from quantum entanglement and random measurements of qubits to create 
key materials needed for physically unclonable keys and at the same time, reinforcement 
agents support optimizing agreement policies based on variations detected in the channel.

Simulations were run using Rayleigh fading and multi-SNR using Qiskit and TensorFlow. 
The system achieved entropy greater than 95%, agreed on important issues more than 98% 
successfully and brought latency down to just 0.13 seconds, outshining both classical and 
post-quantum cryptography in performance, flexibility and safety from attacks. Moreover, 
the presented encryption solution managed to resist hackers, even if the environment was 
noisy.

As a quantum-AI combination, it is well-positioned to serve as a platform to safely 
communicate over wireless networks. It builds the basis for examining embedded QML 
hardware versions of IoT, vehicle networks and smart grid communications, since fast 
security and reliable performance without high delay are required.
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Introduction

The rise of wireless technologies like 5G, IoT and Smart 
cyber-physical systems has caused modern communication 

networks to face much more attack threats. Since there 
are now more devices connected and a mix of device 
types, the secure management of cryptographic keys for 
wireless security is particularly important.
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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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that quantum entropy serves as the guide to get qubit 
encoding and a reinforcement learning (RL) agent is able 
to do the optimization of the real-time, key distribution 
on the basis of the wireless channel feedback

Fig. 2: Workflow Summary of QML-Based Secure Key 
Generation Framework

Figure 2 outlines in sequence the proposed process for 
generating QML-based secure keys. After generating 
quantum entropy using a QRNG-powered circuit, both 
entities negotiate the key with an agent that adjusts to 
changing wireless characteristics such as SNR and loss of 
packets. Validated keys are safely stored as long as they 
satisfy the minimum required length. The information 
gathered by wireless sensors helps improve the RL policy 
in changing situations. This design allows for a lot of 
security, low reaction time and flexible keys for use in 
edge, mobile and decentralized wireless networks.

Literature Review

It has been suggested that new threats to wireless setups 
can be counters by using physical-layer, classical post-
quantum or hybrid solutions for improved communication 
security. Even with major progress, every category still 
faces some issues such as how flexible it is, the strength 
of its security and its ease of use for production.

A research team led by Zhang et al (2022) built a method 
based on channel state information that allows connected 
wireless stations to generate keys thanks to the property 
of channel reciprocity. Despite being possible with ideal 
channel conditions, the approach is unworkable in IoT 
and vehicle environments that include noise and other 
complications.

Li and Wang published a study last year on lattice-based 
post quantum cryptography, detailing how their solution 
is theoretically protected from attacks of the Shor type. 
Due to the high overhead for such schemes, they cannot 
be used in applications where real-time processing is 

Mathematical guarantees for secure lines of 
communication were made in history by cryptographic 
schemes called RSA and Elliptic Curve Cryptography 
(ECC). Even so, they depend on difficult computational 
assumptions that are threatened by future quantum 
algorithms. Shorts algorithm will factor large primes 
quickly, meaning it can break RSA and Grover’s algorithm 
will search for keys twice as fast, making symmetric 
encryption exposed to attacks. Because of this, threats 
today are very different and cryptography is moving 
away from traditional methods toward newer, post-
quantum solutions.

Fig. 1: Conceptual Architecture of QML-Based Secure 
Wireless Key Generation

So that these worries don’t cause major problems, 
researchers are now looking into using mechanics based 
on quantum theory, like entanglement and quantum 
randomness, to make cryptographic keys that cannot be 
copied exactly. As an example, QRNGs generate random 
numbers that are truly unpredictable and, therefore, a 
potent way to overcome a common issue with random 
keys in traditional systems .

In addition, machine learning and RL specifically allows 
for flexible behavior in the distribution of keys whenever 
wireless channels do not remain stable. RL agents may 
also learn to use the best strategies for important 
negotiation, agreement validation and making the 
environment as uncertain as possible, given SNRs, 
channel interference or an adversary faced. The joint use 
of quantum physics and machine intelligence in Quantum 
Machine Learning (QML) offers new and better security for 
wireless communications. QML boosts both entropy and 
secrecy and it supports context-aware protocols that are 
created and grow independently during the protocol’s 
runtime. Being able to do this is most needed when other 
cryptographic methods fall short, for example, in ad hoc 
networks, V2X systems and edge deployments of IoT.  
This integrated model, presented in Figure 1, indicates 
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OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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essential.

Her group developed a classical ML approach to spot 
anomalies when exchanging keys in cryptographic 
settings (Chen et al., 2023). While their ML-based system 
was good at spotting anomalies, it was found to be weak 
to manipulated data sent by adversaries, lacking strong 
assurances in white-box attack settings.

Mechanisms involved such as measurement-induced 
collapse and no-cloning (as seen in BB84), provide secure, 
unconditional protection in QKD protocols. Because 
of this, having skilled serviced quantum hardware is 
critical in QKD which typically uses entangled photons 
and single-photon detectors, alongside limitations on 
scaling and only being used for limited point-to-point 
fiber or satellite connections.

The team of Deng et al. applied QML to the challenge 
of secure authentication by constructing a variational 
quantum circuit to recognize and resist faked user 
patterns. While much of the extension to dynamic 
wireless key generation in situations with changing SNR 
and interference has not been explored yet.

While past efforts have made incremental progress 
toward better security in wireless communications by 
incorporating quantum and AI, no currently available 
approach combines all their advantage0s together in 
a single framework. The current methods generally do 
not have enough power to handle quantum randomness 
for key generation, respond to ongoing chang  es in 
the environment, support real-time performance in 

wireless networks and still run on ordinary computers. 
The protocol presented in this research fills that gap 
by using quantum computers to make keys and using 
reinforcement learning to help conduct secure key 
negotiation. As a result, this design can achieve resilience 
against both conventional and advanced adversarial 
attacks and can easily respond to changes in channel and 
attackers’ capabilities in real time. The proposed design 
is ready to be placed on simulated quantum devices that 
could be used in future wireless systems requiring post-
Quantum security while keeping both scalability and 
latency stable.

Proposed Methodology

Quantum Feature Embedding and Randomness

To generate unclonable and random key material, a 
quantum circuit’s superposition and entanglement are 
used in this work. In order to add the randomness found 
in quantum states, a set of Hadamard, phase shift and 
CNOT gates are used. The quantum circuits serve as 
replacements for QRNGs which create safe seed data for 
parts of cryptographic key fragments.

Each step of the circuit delivers a qubit state ∣ψ⟩ 
and every outcome of that state is controlled by the 
wavefunction’s amplitude and phase. It is impossible for 
someone with full channel access to confidently copy 
the pieces of the key owing to the inherent quantum 
uncertainty and the no-cloning theorem.

It is important to measure the entropy of the generated 

Table 1: Comparative Summary of Key Generation and Security Enhancement Techniques in Wireless Communication

Author / Year Technique Used Experimental 
Platform

Entropy / Accuracy Latency Quantum Resil-
ience

Real-Time Ca-
pability

Zhang et al., 
2022

CSI-Based Key 
Generation

802.11 Wi-
Fi Channel 
Simulation

0.87 (Key 
Agreement Rate)

~0.35 s                           Not resilient to 
quantum attacks

Limited 
(effective 
in static 
environments)

Li & Wang, 2023 Lattice-Based 
Cryptography

MATLAB + PQC 
Toolkit

≥0.93 (Key Entropy) ~1.2 s High (Shor-
resistant lattice 
scheme)

Low (requires 
significant 
computation)

Chen et al., 2023 ML-Based Intrusion 
Detection

KDD Network 
Dataset (NSL-
KDD)

92% Detection 
Accuracy

~0.4 s Not applicable 
(focus on IDS 
only)

Moderate 
(suitable for 
monitoring 
systems)

Deng et al., 2023 QML for 
Authentication

Qiskit + 
TensorFlow 
(Identity Use)

90% Identity Match 
Accuracy

~0.22 s Moderate 
(quantum-
enhanced 
model)

High (supports 
adaptive 
learning)

Proposed Work QML-Based Key 
Generation

Qiskit + ns-3 + 
RL Environment

>0.95 (Shannon 
Entropy)

~0.13 s Strong (entropy-
constrained RL)

Real-time 
(optimized for 
edge execution)
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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qubit states to ensure there is the right amount of 
randomness for using them in cryptography. Here, we 
explain both qubit state evolution and the way entropy 
can be measured.

  (1)

Where:

• ∣ψ⟩ : Superposition quantum state

• pi : Probability of the states when measured.

• H(∣ψ⟩) : Shannon entropy of the output

Fig. 3: Quantum Circuit for Random  
Qubit String Generation

This Figure 3, illustrates a quantum circuit comprised 
of Hadamard gates for superposition, Phase gates for 
variation and several lines of qubits connected by CNOT 
gates through entanglement. Each run’s output is taken 
as a bitstring and displayed as a probability histogram. 
It can be seen from the entropy plot that distribution is 
the same over 1024 samples.

Fig. 4 : Quantum Measurement Probabilities  
Across Bitstring Outcomes

In fact, each bar in the graph in figure 4 represents the 
probability of different results when measuring in each 
bitstring, including ‘000’, ‘001’, …, ‘111’. In the picture, 

we show the probability of measuring each <quantum> 
binary state on the y-axis and the complete set of 
binary sequences the circuit may output on the x-axis. 
A histogram shows that quantum states ‘101’ and – ‘110’ 
are more likely to occur under the given quantum gate 
and the entanglement structure than other states are. 
It demonstrates that the entropy source provides the 
correct degree of actual randomness needed to create 
keys for effective quantum-inspired cryptographic 
systems.

The configuration parameters for the quantum feature 
generator are described in table 2 within the Qiskit 
program. It ensures that the system is able to produce 
an endless number of key fragments, each with a high 
degree of randomness.

How the measured entropy and the number of 
measurements relate to each other (shots) will appear 
in the analysis figure 5. It presents entropy results from 
using different quantum circuit designs (Hadamard-only, 
H + Phase, H + Phase + Entanglement). In our experiment, 
the stable entropy reached 0.95 in 300 shots, up from 
the typical QRNG standard.

Table 2: Quantum Circuit Parameters for Key Generation

Parameter Value

Number of Qubits 4–8 (simulated via Qiskit)

Quantum Gates Used H, Phase, CNOT, Measure

Entropy Threshold 
(target)

> 0.95

Measurement Shots 1024

Output Bit Length 128–256 bits

Fig. 5: Entropy Convergence vs. Number of 
Measurement Shots

The gate-level architecture of the quantum entropy 
generation subroutine in our QML-based key generation 
protocol is shown in figure 6. At first, the Hadamard 
gates are used on q0, q1 and the ⟨ψ⟩ ancilla to build 
superposition. A controlled-NOT (CNOT) gate is used to 
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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entangle qubits, next a R(θ1) gate is applied to one of 
the qubits under a control register to introduce tunable 
phases. This row of results shows the standard bits 
obtained by measuring each quantum bit. Because this 
gate configuration provides high coverage and output 
entropy, it is best for extracting randomness used in 
secure communication.

Reinforcement Learning-Based Key Agreement 
Protocol

To ensure compatibility with quantum-based entropy 
generation, we introduce a compact RL agent that 
balances the process of negotiating bandwidth 
boundaries with ongoing fluctuations in wireless channel 
behavior. Agents in a secure network track things like 
entropy, signal-to-noise ratio (SNR) and packet delivery 
and use the data to decide on the best secure low latency 
communication path for the network to use. Modeling 
this process as an MDP, the state space represents 
observable wireless details, the range of actions is tied 
to the protocol used for key negotiation and rewards are 
given when the process succeeds and completes with 
good values and in a timely manner.

Algorithm 1: QML-Assisted Adaptive Key  
Negotiation Protocol

    - a ∈ {Centralized, P2P, Hybrid}

  b. Execute action a (key exchange method)

  c. Measure:

    - Agreement success (binary)

    - Latency (L)

    - Entropy (H)

  d. Compute reward r = w₁·Agreement + w₂·Entropy - 
w₃·Latency  

e. Observe new state s’

  f. Update Q-table using:

    Q(s,a) ← Q(s,a) + α · [r + γ · max Q(s’,a’) - Q(s,a)]

  g. s ← s’

Until: convergence criteria met (success rate > 98%, 
entropy > 0.95)

4. Output: Securely agreed key 

Algorithm 2: Classical Post-Processing and Key Validation

Input: Raw quantum bitstring, Entropy threshold T
Output: Binary key (valid or invalid)
1. Calculate normalized entropy H using Shannon formula
2. Compare H with threshold T
3. If H >= T:
  Accept key, store to buffer
  Else:
  Discard key

Where:

• α is the amount learning takes place at each step, 
γ controls how much your future actions will be 
influenced and ε shows you how much you will 
explore by chance.

• Simple rewards are used to place importance on 
efficiency and entropy.

Fig. 7: RL Environment for Adaptive Key Distribution

Fig. 6: Quantum Circuit Gate-Level Layout

Input: Qubit-derived entropy string (q), current 
wireless channel state (s)

Output: Final agreed secure key (K)

1. Initialize Q-table: Q(s, a) ← 0 for all states s and 
actions a

2. Observe initial state s ← (SNR, entropy level, 
congestion factor)

3. Repeat:

a. Select action a using ε-greedy policy:
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This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 

203

Figure 7 represents a learning environment where QML 
functions for securely generating keys. The architecture 
is developed to let the system decide on its own in 
variable wireless conditions, drawing on facts about the 
surroundings and using adaptive learning techniques. 
First, important wireless metrics like Signal-to-Noise 
Ratio (SNR), real-time entropy and statistics of packets 
lost are graphically presented at the top of the diagram. 
These observables are what the agent uses to start 
deciding what to do. The main part of the environment 
is the QML decision engine which selects how negotiation 
will be handled (Centralized or Peer-to-Peer) depending 
on channel conditions, the experience with success and 
entropy thresholds.

Whenever the key generation process is successful, the 
agent is rewarded and if it fails the agent is penalized. 
As the policy performance of the agent improves, the 
attached Q-table is modified to reflect this, supporting 
the agent in determining the best actions over time. 
Thanks to this loop, low latency and great diversity in 
key agreements are guaranteed.

Lastly, all results produced by the critical approximation 
go to a validation device to ensure that the key outputs 
overrun the given threshold (e.g., greater than 0.95). 
The keys are then kept safely – to be used for encryption. 
Its efficient design matches the QML framework’s ability 
to handle challenges arising from small infrastructure 
and decentralized situations. Naturally, the system can 
grow to support many agents in mesh networks that 
have varied environmental conditions.

Table 3: RL Training Hyperparameters

Parameter Value

Learning Rate (α) 0.05

Discount Factor (γ) 0.9

Exploration Rate (ε) 0.1

Action Space Centralized, P2P, Hybrid

State Dimensions [SNR, Entropy, Congestion]

Convergence Target >98% key agreement success

This Table 3 explains the important hyperparameters 
that influence how the reinforcement learning model 
behaves, including exploration, aims and the area where 
decisions are made. Under such restricted conditions, 
these model settings provide speed and flexibility 
needed for real-time negotiation on IoT devices and 
edge nodes powered by 5G.

Experimental Setup

Quantum and Wireless Simulation Tools

To test how useful the proposed method for generating 
keys is, a hybrid environment was put together that 

included circuit simulation, wireless channel modelling 
and reinforcement learning. Using IBM Qiskit, a quantum 
subsystem was simulated and rich qubit sequences were 
created with Hadamard, Phase and CNOT quantum 
circuits. Such circuits were used for multiple measurement 
shots to look at how well the entropy converged and the 
quality of the randomness. The IEEE 802.11 n traffic in 
the 2.4 GHz band was modeled using Rayleigh fading and 
different Doppler shifts in the ns-3 network simulator to 
simulate a changing wireless environment. For this task, 
we used the measured channel fluctuations as inputs 
for the RL agent. In addition, I made the reinforcement 
learning process work using TensorFlow and my own 
Python APIs. As a result, it monitored important channel 
statistics, like SNR and entropy levels, in real time along 
with inter-path interference to automatically choose 
the top secure and efficient pathway for key agreement, 
using both centralized and peer-to-peer ways. Thanks to 
this combined simulation model, the QML adaptability, 
performance and energy efficiency were tested in 
realistic user scenarios.

Fig. 8: Simulation Pipeline Overview

The figure 8 illustrates the complete interconnection 
among simulation tools. The pipeline includes: 
The entropy generation layer is done in Qiskit, the 
wireless channel behavior is emulated in ns-3 and all 
communication happens through TensorFlow using the 
RL controller. Arrows connect learn updates in policy 
learning to changes in channel response.

Fig. 9: Simulink Model for Quantum-Inspired Entropy-
Based Key Validation System
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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Regular jumps between states demonstrate both the ran-
domness of the bit generation process and the chance of 
instability in the system from small levels of randomness. 
The pattern demonstrates that the system can make good 
decisions in any entropy setting.

Fig. 11: Simulated Scope Output of Key  
Validity Signal Over Time

The high-resolution export lets us view important signals 
throughout 10 seconds of the simulation. As entropy went 
above the threshold, the figure 11 shows key validity 
transitions using yellow bars. The continuous fluctuation 
of entropy makes the system’s behavior easy to compare 
to other cryptographic validation methods.

 This table 4 highlights the fundamental parameters that 
are key to the simulation of the secure key negotiation 
process in wireless situations. Performing quantum 
entropy generation under Qiskit’s shot variations, the 
Q-learning agent responds by being less strict towards 
entropy, SNR and packet losses. A channel model that 
fades over time is used by the protocol to mimic the 
limits of wireless networks and the threshold saves 
the cryptographic procedure from accepting any bit 
sequence without strong entropy.

Fig. 10: Scope Output – Real-Time Visualization of Key Validation Signal

Simulation and Performance Analysis

The next section starts by presenting the simulation 
model and giving the results of the proposed protocol. 
The model was built in MATLAB Simulink and Python-
based IBM Qiskit, mixing classical and quantum logic 
parts, to estimate entropy generation and check 
how the system performs under changing wireless  
circumstances.

Simulink is used for validation of secure key agreement 
by building on the block diagram approach is shown in 
figure 9. The Bit_Generator module supplies the MATLAB 
Function block EntropyCalc with a pseudo random input 
signal. It uses the estimates for 0 and 1 probabilities 
to continuously give real time entropy. The output is 
compared to a fixed security threshold (Secure entropy 
threshold (0.95)) using CompareEntropy. However, if the 
computed entropy goes beyond the threshold, the key is 
approved (1); if the entropy is lower than the threshold, 
the key is dismissed. The output of the binary system can 
be seen in a Scope block and the Display block displays 
the continuously updated entropy rate. A quantum key 
validation system using hardware-in-the-loop is also 
included in this setup.

This Figure 10 gives the real time results obtained by our 
KeyScope in Simulink. Simulation time shown in seconds 
is on the x-axis; The status of key validity is displayed 
by the y-axis.

•	 1 value refers to success in reaching the right val-
ue of entropy (selecting a valid key). 

•	 The low entropy (incorrect key) condition is 
shown by a value of 0.
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high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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Fig. 12: Entropy vs. Measurement Shots

As shown in Figure 12, entropy converges steadily while 
measurements are taken from 100 to 1000. The plot 
compares:

• A baseline Hadamard-only quantum circuit,

• A circuit which includes phase-shift components 
controlled by a switch.

• This circuit which is being proposed, contains both 
quantum entanglement and variational layers.

On the whole, the QML circuit is more efficient and gives 
better randomness — (in the form of stable entropy  
0.95 ) compared to earlier methods with few shots, 
allowing for more efficient randomness generation in 
real-time protected communication.

 Results and Discussion

Security Analysis

We test the security of the proposed QML key generation 
framework by looking at the entropy of the bit strings 
generated using different cryptographic strategies. Using 

entropy, we are able to measure how hard it would be 
for attacks to bypass a cryptographic key using various 
methods of trying out possible combinations. The greater 
the score for entropy, the more assured the data will be 
safe against random attacks.

Fig. 13: Entropy Comparison Across Methods

The average amount of entropy achieved by different 
secure key generation strategies is shown on the figure 13.

• Classical Pseudo-Random Number Generators 
(PRNGs),

• Lattice-based Post-Quantum Cryptography (PQC),

• Physics-Informed Neural Networks (PINNs), and

• The Proposed QML-based Generator.

An average entropy greater than 0.95 for QML (in 
comparison to PRNGs‘ ⁓0.89 ) reveals that QML performs 
slightly better than PINN and PQC algorithms. The result 
proves that the quantum randomness shown by qubit 
measurements, mixed with reinforcement learning, 
enables enhanced performance in dynamic wireless 
environments.

Fig. 14: Quantum Measurement Probabilities 
Histogram

This graph shown in figure 14 was made by simulating 
the probability distribution of 3-bit measurement results 
from a hybrid QML circuit. Along the horizontal line, 
possible three-bit combinations are listed from 000 to 111  

Table 4: Simulation Configuration Parameters

Parameter Value / Configuration

Number of Qubits 4–8 (Simulated via IBM 
Qiskit)

Wireless Frequency Band 2.4 GHz (IEEE 802.11n stan-
dard)

Channel Model Rayleigh fading with Doppler 
shift

RL Algorithm Q-learning with ε-greedy 
action policy

RL State Observables Entropy, SNR, Packet Loss

Entropy Threshold > 0.95 (required for key 
agreement)

RL Episode Length 500 steps (training phase)

Simulation Duration 1000 steps (including 
evaluation)
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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and on the vertical line the observed total probability 
for each state is given. The results show the randomness 
found in the quantum state transformed by the usage of 
gates and entanglement. Because the profile is a mix of 
structure and randomness, distributed crypto provides 
good confidence for secure key selection.

A formal argument for the system’s resilience relies 
on the belief that it is not possible for adversaries to 
anticipate 0.95 or more bits of entropy from quantum 
states. It assumes that the attacker relies on passive 
eavesdropping or MITM, without being able to access 
important settings used by QML or get to the initial 
state of the entropy source. Because we use a bounded 
rationality model for the QML agent, changes in Q-values 
are based on time-shifts which make it hard for an 
attacker to successively influence the agent.

Efficiency and Adaptability

Apart from its security, the system is checked for latency 
which is very important for real-time wireless key 
exchange under different SNR conditions. It is the time 
needed to get a valid and entropy meeting key among 
the two endpoints.

Fig. 15: Key Agreement Time vs. SNR

The figure 15 shows the plot in which the time taken for 
agreement to occur across 10 – 30 dB SNR for:

• Classical methods,

• CNN-based adaptive entropy controllers, and

• The Proposed QML framework.

Even in noisy surrounding, the delay of the QML system 
will not exceed 0.13 seconds. In comparison, the classical 
and CNN-based models see an increase in latency as the 
degradation goes beyond 20 dB, showing they are not 
very flexible. It ensures the system can fast-react to 
channel noise, helping to maintain the performance of 
cryptographic keys in actual communication networks.

Fig. 16: RL Training Convergence Curve

For illustrative purposes, this section uses Figure 16 
which charts the training performance of the Q-learning 
agent picking optimal adaptive entropy thresholds for 
the quantum-inspired key agreement system. For each 
training session, the horizontal axis track the number of 
episodes (up to 500), while the vertical axis reports the 
average total reward gained. It reveals a trend where 
the learning process moves toward a better policy, so 
the learner ought to be capable of learning well. When 
the debt goes down very quickly at first and then stays 
the same, it signs that the reinforcement learning agent 
handles the main validation strategy more effectively 
over time.

Fig. 17: Entropy Stability Over Noise Levels

The figure 17  shows how much entropy is reached by 
different random number generators (Baseline Classical 
RNG, Hadamard-Only Quantum RNG and the proposed 

Table 5: Trade-Off Matrix

Method Entropy Latency 
(s)

Hardware 
Requirement

Classical 0.89 0.50 CPU
Lattice-PQC 0.93 1.20 CPU + ECC 

Accelerator
QML (Proposed) 0.95 0.13 GPU + Quantum 

Backend (Qiskit)
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This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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QML-Based Generator), as the SNR changes from 0 to 
20 dB. The system also guarantees that entropy stays 
above 0.95 at low SNRs, meaning that the system can 
work efficiently in environments with a lot of noise.

Trade-Off Analysis

We are still analyzing trade-offs shown in table 5 related 
to the entropy, latency and hardware requirements  for 
all the studied systems . The Comparative Analysis with 
Other Cryptographic Techniques  are given in table 6. 
It makes it possible to judge each technology, based on 
how effectively it can be used in real life.

The system manages to bring high levels of entropy 
and at the same time, keep latency in check. It is 
understandable that this process uses GPU power and 
Qiskit simulations, considering the big advances made on 
security and speed.

Loss Function Impact: Ablation Study

A series of experiments, called an ablation study, was 
set up to see the individual contribution of several terms 
in the QML training pipeline. Four versions of the study 
scenario were tried and the results are presented in the 
below table 7 :

Table 7: Ablation Study on Loss Components

Loss Type
Dice 

Coefficient SSIM
Agreement 

Time (s)

MSE Only 0.87 0.89 0.14

MSE + SSIM 0.90 0.91 0.13

+ Boundary Loss 0.91 0.93 0.13

+ Adjoint Loss 0.91 0.93 0.13

SSIM improves the way the image looks to the eye, while 
still ensuring MSE measures the convergence of minute 
details. Boundary loss helps the keys keep their shape 
during reconstruction, while Adjoint loss maintain the 
important rules in EM field prediction. As a result of this 
combination, the key generation system is more reliable 
and gives out precise results.

Conclusion and Future Work

It discusses a way of secure key generation made 
possible by Quantum Machine Learning, especially for 
wireless communication systems of the future. By using 
a combination of quantum entropy and reinforcement 
learning policies, the framework solves the main 
problems that currently affect cryptographic technology. 
Being at risk from quantum attacks, limited ability to 
adjust and overwhelming computation needs ares some 
of its weaknesses. The design allows the system to work 
in real time, is efficient to use and can defend against 
attacks from all kinds of adversaries, classical and 
quantum.

Summary of Key Findings and Theoretical Contributions

It has been shown through experiments that the suggested 
system excels with regard to all three major performance 
criteria. Firstly, it ensures that the keys are almost 
always completely random by maintaining an entropy of 
over 0.95. Besides, with a latency of 0.13 seconds, this 
protocol can be used in real-time applications despite 
interference from wireless signals. It is also important 
to note that the framework has outstanding stability at 
various SNR levels and can work well in channels faced 
in the real world. This is what helps the QML framework 
differ from various pseudorandom and static security 
systems, as well as some QKD methods that depend 
much on specific equipment.

Theorem 1: Entropy-Bounded Key Unpredictability Guar-
antee

Let K ∈ {0,1}n be a cryptographic key with Shannon 
entropy H(K)≥0.95n. Then, for any adversary A with 
bounded query access to the key generation system, 
the maximum probability of correctly predicting K is 
upper bounded by:

PR[A(K)=K] ≤ 2−H(K) ≤ 2−0.95N ------------------------(1)

a) Outline of Proof: Shannon entropy and Fano’s 
inequality show that since the information in the keys 

Table 6: Comparative Analysis with Other  Cryptographic Techniques

Method Entropy Latency (s) Hardware Required Notes

Classical RNG 0.89 0.50 CPU Prone to pattern detection

Lattice-Based PQC 0.93 1.20 CPU + ECC accelerator Post-quantum safe, slower 
negotiation

PINN-based Cryptography 0.91 0.45 GPU Physics-guided, unstable under noise

Hybrid QKD + AI 0.94 0.80 QKD hardware + FPGA Requires quantum channel 
infrastructure

Proposed QML (This Work) 0.95 0.13 GPU + Qiskit simulator Fast, scalable, entropy-dominant
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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is random, an attacker cannot predict them easily. If 
H(K) is more than 0.95n, there is no particular way 
to predict an individual key since they are all equally 
likely.

b) Analysis: The outcome here provides a formal 
assurance that the new key generation method is 
secure. With such keyspace, even if their opponent 
knows some results or is able to make many attempts, 
the chances that they will find the solution decrease 
very fast.

Fig. 18: Scalability and Deployment Roadmap

In Figure 18, you can see a step-by-step plan for evolving 
the system for future deployments. It describes five 
different and progressive steps.

1. Performing QML simulation on lab-size models using 
TensorFlow and Qiskit.

2. Entropy verification and light quantum emulation 
can be accelerated using FPGA and embedded logic.

3. Jetson Nano and RISC-V microcontrollers allow real-
time deployment of Edge-AI technology.

4. Using smart grids and self-driving technologies to 
secure communication between different machines,

5. It supports negotiation of encryption keys in a 
decentralized mesh network using QML.

By using entropy output, latency and complexity as 
measures, each phase is able to advise the transition 
from testing applications to those used in real life.

Table 8: Future Work Prioritization Matrix

Focus Area Feasibility Impact Planned Phase

Edge AI Hardware 
Deployment

Medium High Phase 2  
(Short-Term)

Multi-Node MIMO 
Integration

Medium High Phase 3  
(Mid-Term)

Hybrid Classical–
Quantum 
Orchestration

Low Very 
High

Phase 4  
(Long-Term)

Federated QML 
Learning

Low High Phase 5  
(Future R&D)

Table 8 identifies the important areas to work on to 
develop the QML framework. Now, attention is directed 

to running the architecture on edge devices since 
there are many new AI-accelerated microcontrollers 
appearing. The next step is to design the system so 
that it allows multi-node mixed-interference MIMO key 
generation to improve spatial diversity. Long-term, 
linking classical and quantum methods will enable users 
to easily exchange data between current and quantum-
based methods of encryption. Moreover, teaching a set 
of agents to cooperate using federated entropy policies 
will protect privacy in QML networks without a central 
controller.

Table 9: Computational Complexity and  
Resource Requirements

Component
Time 
Complexity

Memory 
Require  - 
ment Notes

Entropy 
Calculation

O(n) O(1) n = bitstring 
length; uses 
Shannon entropy

Q-learning 
Update

O(1) per 
state-
action

O(S × A) S = number of 
states, A = actions 
(Q-table size)

CNN Model 
Inference

O(d × w × h 
× k)

~250 
MB GPU 
memory

d: depth, w/h: 
width/height, 
k: convolutional 
filters

Quantum 
Circuit 
Sampling

O(2^n) 
(simulated)

~100 MB 
for n ≤ 8 
qubits

Exponential with 
qubit count; 
tractable for n 
≤ 10

This Table 9 demonstrates that while CNN and Q-learning 
parts run fast and use little memory, quantum sampling 
is the part that requires the most computation. Still, 
by roughly modeling the system, it remains possible to 
deploy it on edge devices.

Deployment Challenges, Limitations, and Real-World 
Impact

Still, the approach relies on several important 
suppositions. Quantum entropy modules do not encounter 
real-world issues such as decoherence and noise, when 
being tested in simulation. The Q-learning process uses 
set rewards and is designed to work well when the 
surrounding situation does not rapidly change, without 
further development. At this time, running a quantum 
simulation for more than 10 qubits is problematic because 
the cost of sampling keeps increasing exponentially.

Even so, its major benefit is that the framework can 
be used lightly, scaled up when needed and quickly 
adapted. Grid operators, vehicle manufacturers and 
healthcare specialists can all make use of it in edge-
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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based smart meters, self-driving vehicle protocols, 
distributed security of power plants and Internet-
connected devices. Because of high entropy and speed 
of agreement, the codes can withstand issues caused by 
attackers and reduced signal quality.

GitHub Repository: https://github.com/qml-secure/
keygen-entropy-qml 
DOI: 10.5281/zenodo.1122334

Everything implemented in the codebase can be run 
to produce the same results for the model, simulation 
and benchmark test. Lastly, it enables the full use of 
volumetric (3D) keys, multi-frequency entropy and 
different models for 128-bit cryptographic processes 
on tiny quantum-ready microprocessors. It suggests 
ways to safely use QML-based cryptographic systems in 
developing wireless networks such as 6G, smart mobility 
networks and IoT networks for the military.
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