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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.

Author’s e-mail: ishratzahanmukti16@gmail.com, ebad.eee.cuet@gmail.com, kou-
shikkumarbiswas13@gmail.com

How to cite this article:  Mukti IZ, Khan ER, Biswas KK. 1.8-V Low Power, High-Res-
olution, High-Speed Comparator With Low Offset Voltage Implemented in 
45nm CMOS Technology. Journal of VLSI Circuits and System Vol. 6, No. 1, 2024 (pp. 
19-24).

Journal of VLSI Circuits and Systems, ISSN: 2582-1458 Vol. 6, No. 1, 2024 (pp. 19-24) 

IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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Abstract

The image style transfer technology falls under the research areas which have been named 
among the areas of interest by the scholars in the field of “Multimedia communication”. 
It offers numerous possibilities for application in the area of graphic design. Here, as in 
many other types of artistic carriers, the aesthetic component plays an important role of 
the height in the art and the knowledge of whether the graphics look good or not, is here. 
The actual work that constitutes graphic designing is heavily dependent on the application 
of manual work, and even basic graphic designing demands a lot of implementation of 
workforce and resources. In order to solve this problem, this article discusses the example 
of applying deep residual adaptive network technology on graphic design based on the 
definitive style transfer technology and deep residual adaptive network technology in 
“Multimedia communication” as per the study finding. Visual style transfer technology 
and deep residual adaptive network technology in the process of redesigning and creating 
graphics in “Multimedia communication” can thus be improved. The generated graphics 
can meet the needs of art creators, and in terms of creation efficiency, this technology 
can reach higher levels than manual drawing, such as model peak signal-to-noise ratio 
and structural similarity, and the output level can also be used as a basic requirement. 
It can be used in Urban Architectural Exterior Design and Art Creation, possessing good 
theoretical and practical research values.
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Introduction

Multimedia communica tion and residual adaptive 
network technology have extended the utilization of 
image as means of communication and enhanced the 
degree of connectivity achieved in the data network on 
the use of image information in the social networks.[1] 

Given that images are a principal means of disseminating 
information and a direct representation of artwork, 
people have utilized images as the medium and means 
to convey technology in their everyday lives.[2-3]. In 
today’s creation of artistic graphics, artists not only 
continue to evolve with the demand for mobile hardware 
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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equipment over time but also the functionality of fine 
shooting, standardization of images, and more lifelike 
visual effects paving the way for art creation. On the 
one hand, the public’s demand for the level and form 
of image processing is also higher, and they are not 
only in need of smoothing, restoring, enhancing, and 
other forms of processing but want more personalized 
and artistic effects on images.[4-6] As such, studies on 
beautification and image creation involving multiple 
styles have gained more significance. Besides the well-
known non-photorealistic rendering techniques which 
have been widely studied for a relatively long time,[7-8]  
the “transfer technology of image style” has also 
attracted much attention in recent years.[9-12]

Moreover, since the functions of the image processing 
software are continuously being upgraded, not only do 
people hope that new art styles can be easily applied to 
photographic images but also look forward to enhancing 
the contrast of the foreground objects of interest in 
the images. Hence, the area of interest, which is the 
foreground, is segmented in the image and the contrast 
is manipulated to make the image to appear artistic 
while the face looks like the target image. Thus, the 
advent of the image style transfer technology not only 
enhances the aesthetic factor but, in a way, enriches the 
life experience of people to a considerable extent.[13]  
Image-style transfer technology promotes the 
animation and film production industries to create 
more vivid animations owing to the encouragement of 
information technology. Recently, with the innovation 
and replacement of technology and the development 
of computer science, the neural network has developed 
rapidly and it is widely used in society including the use 
of graphic style shift. It also influences the image style 
transfer and gradually forms two categories in Figure 1: 
style transfer without using deep learning; style transfer 
using deep learning.

Style transfer without using a neural network usually 
means the sort of image art stylization that was in 
use before the three styles are namely; stroke-based, 
images’ category,[19, 20z and image filtering[21] Image 
stylization was in use before the use of the neural 
network is also known as image style transfer without 
the use of the neural network.[22) The image style 
migration method called the neural network is in a 
cyclic one that connects two one-directional GANs in 
a ring. In this setup, the migration of image features 
depends on the pairing of the training data, where 
impressions generated by one set impact another. This 
method applies neural network technology to learn and 
implement image style migration techniques, which 
can be broadly categorized into two types: Real Time 

Migration of Styling – where the process is done in real-
time under the umbrella of Online Image Optimization. 
Offline Model Optimization – here the migration is done 
at the time of the model download.

Fig. 1 “Classification of Image Style Transfer Methods

These days, picture style transfer is all the rage, offering 
users a plethora of services including filter camera apps, 
movie editing, Meitu Xiuxiu, B612, and the now-famous 
TikTok filter. Consequently, based on the provided 
information, the outcome was suboptimal. Consequently, 
this paper investigates visual style transfer technologies 
based on this premise. In future endeavours, we aim to 
acquire additional methodologies for style description 
through computational training, utilizing “deep residual 
adaptive network models” as a foundational deep 
learning technology. This approach seeks to achieve 
optimal stylization effects and facilitate multi-domain 
image transfer. Ultimately, the research conducted holds 
significant representational importance.

Related works

In image style transfer, the natural images are transformed 
into the style images using computer technology. As 
mentioned in the theoretical part of the deep learning 
method, this paper employs a deep convolutional 
residual neural network model in an attempt to obtain 
transfer images with artistic style features quickly. 
The low-level concrete features of the image content 
and the style are segmented and separated and these 
high-level abstract feature representations are then 
fed to the VGG deep convolutional model;[30-32] Using 
the iterative optimization to realistically Synthesize an 
artistic effect image based on the image content and a 
new texture style to achieve the style transformation 
art effect.

Structure of Deep Residual Adaptive Network Model

Convolutional neural network texture synthesis is the 
idea of picture style transfer that has been utilized in 
this article. It is based on a randomly initialized gradient 
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signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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descent model and a VGG network. After defining the 
loss function for the model network and going through 
multiple iterations, the artistically styled transfer image 
is finally obtained. 

Deep residual network 

A deeper learning network’s model structure and the quantity 
of feature information retrieved by a neural network 
model are both driven by the increasing complexity of the 
technical requirements. Therefore, as the model depth 
increases, neural networks are more likely to handle various 
problems, such as vanishing or bursting gradient, which 
impacts the pleasure of consumers with the application of 
graphic style transfer. Incorporating residual blocks from 
traditional network models, deep residual networks help 
control and guide the current structure while also solving 
issues like gradient explosion and model vanishing.[33–34]  
The construction of a single residual block is shown  
in Figure 2.

Fig. 2: “Residual block structure of depth residual 
adaptive network model”

Basic network model

The term ‘Convolutional neural network’ is a neural 
network architecture which built specifically for two 
dimensional inputs such as images or videos. It can 
effectively extract the characteristic information of 
data and therefore it has given the ground work for 
the further enhancement of the deep learning.[35-37] 
Convolution layer, pooling layer, activation layer and 
full connection layer play the most important role and 
provides the best image “Transfer learning”.[38-40] 

① Convolutional Layer 

As one of the key layers in the CNN model, the convolution layer 
plays a critical role in image classification. In the convolution 
layer network, the convoluted operation will be implemented 
to lower dimension for the high dimension inputted data and, 
for this reason, it is known as the feature extraction layer. 
At this network layer, neurons only need to interface with 
some neurons in the following layer to reduce the dimension 

of data. This method is also referred to as local connection. 
This is called discrete convolution which is more frequently 
used and it a linear transformation operation of images.[41]  
Discrete convolution has sparsity and parameter reuse, 
which implies in the convolution; there are some parameters 
which are processed with a small portion of the input image. 
This way, the number of parameters can be brought down 
to a large extent to thereby balancing the computational 
cost and the size of the model store. Secondly, the issue of 
sparsity can also improve the efficiency of the convolution 
layer concerning the number of computations that need to 
be made. The formula for discrete convolution operation is 
provided in equation 1 while the convolution kernel operation 
as indicated in figure 3:

  =
i

∞
∞ ⊗∑y(n) = x(i)h(n- i) = x(n) h(n)  (1)

Fig. 3: Schematic diagram of convolution  
kernel operation

② “Pool layer”

Pooling layer serves the purpose of down sampling the 
feature map that is obtained after the above convolution 
process. At present, the most common pooling methods 
include only the maximum pooling[42] as illustrated in 
Figure 4 and average pooling[43] as depicted in figure 5.

Fig. 4: Schematic diagram of maximum pooling

Fig. 5: Schematic diagram of average pooling
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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In view of this, in maximum pooling, they are able to 
extract some features from an image and also to retain 
the edges of the images due to the nonlinearity of the 
pooling layer. However, mean pooling only involves 
averaging the pixel intensity of the region of interest 
and therefore suffers from information loss and blurring 
of it. Thus, in the image transfer training in this paper, 
the ‘Pool layer’ is utilized as in the image “Transfer 
learning”. 

③ Active layer 

To solve this problem, it is important to perform 
normalization for each batch within the specific layer 
of a neural network. As a result, there exists a need to 
select the activation function for the neural network 
appropriately. The common activation functions are; 
sigmoid, tanh and relu as depicted in the figure 6 below.

Fig. 6: Common activation functions  
(Sigmoid, Tanh, TeLU)”

Image migration’s activation function selection makes 
it simple to converge during training and allows for 
optimum feature retention. One of the biggest challenges 
in training neural networks is the vanishing gradient 
issue, which this function might cause. Because of this, 

relu is an activation function that might be considered 
for use in picture migration.

④ Full connection layer 

While training a neural network model, specifically a 
convolutional neural network, the entire connectivity 
layer is able to project the learnt “distributed feature 
representation” onto the sample label space while 
simultaneously maintaining a large model capacity 
during fine-tuning to ensure the migration of the model 
representation capability through training. Consequently, 
in order to maintain a high model capacity and transfer 
model representation ability, the complete connection 
layers are combined with multiple layers of the model in 
the picture “Transfer learning” of this study. Figure 7 is a 
schematic of the main network model used in this study.

Establishment of loss function

When discussing machine learning in general, the term 
“transfer learning” is useful. The basic premise is to 
apply the learnt model to new tasks. A similar logic 
applies to the “synthesis process”; in this case, the 
content and stylistic differences between the source and 
output images might inform the specification of the loss 
function. To achieve the goal of picture migration, the 
loss function is used to minimize the composite image’s 
content, making it as close to the destination image as 
feasible (see figure 8).

Fig. 8: Schematic diagram of graphic migration  
effect process

Shapes are often used in style migration, and frequent 
loss takes into account the whole variation loss, style 
loss, and content loss as a whole [44, 45]. Total variation 
loss quantifies the degree to which the composite picture 
is smooth, style loss quantifies the degree to which the 
composite and style images vary in terms of content 
attributes, and content loss quantifies the degree to 
which the content image differs from the style image. 
When it comes to content retention, style transfer, and 

Fig. 7: Schematic diagram of basic network  
model structure
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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noise reduction, the preference for synthetic pictures 
may be fine-tuned with the use of weight super factors. 
Therefore, the following loss must be established in order 
to use it for the image migration process as a measure 
of the difference between the composite picture and the 
destination image: 

First thing to do: The input image is denoted as x and the 
output image as y. After computation, the convolution 
feature of the input image at layer l is represented 
as Plij, where is the st position and is the number of 
channels in the convolutions layer. The output image y’s 
convolution feature at the convolution layer’s layer l is 
defined as Flij. Given the variables that are important, 
we can define the content loss function as 2 in the 
following way:

      (2)

The picture style is often represented with the Gram 
matrix of the image convolution layer, which is a non-
negative, symmetric matrix derived from the inner 
product of many vector groups. Based on the above 
analysis, let the convolution feature be denoted as Flij, 
and the components of the Gram matrix corresponding 
to the aforementioned output are represented by  
formula 3.

   (3)

Step 2: We will assume that the first convolution layer 
has the following parameters: a height of ml, a width of 
NL, an input image of type x, an output image of style 
y, a Gramme matrix of Xl for the input image x, and a 
Gramme matrix of Yl for the output image. Just as in 
the last part, formula 4 shows that a loss function of the 
single-layer style is established:

  
(4)

In Step 3, we can get the total loss function of the style 
in the loss network using formula 5:
  

(5)

As seen in formula 6, the total loss function may 
therefore be determined:

    (6)

Where: “ represents the maneuvering of the target style 
image,  Is the content image that one wants to generate, 

Whereas R is the image to be generated;  stands for the 
content loss function, stands for the style loss function; 
α, β they are the super parameters which are used to 
define the ratio between these two loss functions in the 
total loss.”

Methodology

Experimental data set

In order to make sure that the results are more accurate 
representations of reality, the author of this article used 
the Python crawler software to randomly select 1200 
sets of high-definition and ultra-high-definition images 
from the internet to use as the training set for the 
model in this article. Each of the crawling photos had a 
resolution of about 2K and mostly came from Baidu Baike 
and Wikipedia. Pictures shown here range from portraits 
to structures to picture paintings. A few examples of the 
types of pictures include landscape photography, as seen 
in Figure 9;

Figure 9 Representative diagram of training set

While conducting the experiment, the images having 
data larger than a certain ratio were cropped in 
order to make modeling more manageable during the 
training process. Meanwhile, the cropped images were 
re cleaned, which included the conversion of image 
format as well as geometric correction and produced a 
new dataset. As for the model’s accuracy, this article 
uses the ImageNet dataset as its foundation, in addition 
to randomly crawled datasets for training. Other deep 
learning models, such as VGG-19 and “SRCNN,” are 
also utilised in the computation. The aforementioned 
foundational dataset has been rigorously tested by 
deep learning testers and contains several important 
visual aspects. It is also applicable and has been well 
illustrated in the image style transformation explained 
in the above basic model. Therefore, it is possible to 
comprehensively and effectively verify the performance 
of this model relative to the other models.
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A. Operational Transconductance Amplifier
OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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Experimental parameter setting

The operational context of this paper: The deep learning 
framework used is TensorFlow, the operating system is 
Windows 10, and the programming language is Python. 
The system has a minimum of an 8-core, 16-thread CPU, 
over 32GB of RAM, more than a 512GB SSD, and in excess 
of a 2TB HDD, along with a professional graphics card, a 
power supply above 1200W, and is outfitted with an RTX 
2080 Ti to facilitate model computing.

Experimental index setting 

To improve the model’s generalization capability and 
robustness, the training data is enhanced using methods 
such as flipping, rotation, and scaling. The training 
component uses the Adam optimizer with an initial 
learning rate of 0.001. During this training, the learning 
rate is adjusted and reduced by half after every 1000 
iterations conducted in the training process. The total 
number of iterations is 20,000, with 16 instances used 
in each iteration. The first criterion for assessment was 
determined based on the widespread usage of “PSNR” 
as a standardized objective metric for assessing picture 
quality in this domain. Numerous experimental findings 
indicate that the “PSNR” value does not fully correlate 
with the quality seen by the human eye; it has been noted 
that a greater “PSNR” value often corresponds to worse 
picture quality, and vice versa. But structural similarity 
can accurately make up for this deficiency and has long 
been used as the standard for assessing the similarity of 
images. This may also serve as a method for evaluating the 
quality of compressed pictures. This article assesses the 
model by integrating two assessment metrics: structural 
similarity (SSIM) and peak signal-to-noise ratio (PSNR).

Specific implementation of the experiment

There are two parts to this experiment: the training 
phase and the generating phase. It is worth noting that 
the data acquired at each step of the experiment differs, 
as seen below. 

First, there is the training phase. The training data 
set includes both style images and content images. 
Here are the specifics. Various images from different 
datasets are shown in Figure 10. The target processing 
image is the processing picture of the content picture. 
The content picture is the foundation upon which the 
author’s intended style is built. During training, the 
style picture’s job is to map the element content to 
the content picture so that it can transfer the content 
picture’s graphic style. The final image that emerges 
from transferring the style of one photo to another is 
called the output picture. 

Fig. 10: Schematic diagram of three kinds of pictures 
for model training

Step two, generation, involves determining the trained 
model. Since the presentation is still in progress, the 
only thing that is needed at the moment is the content 
picture. The next tests will reflect the content picture, 
which we have chosen as a collection of photographs of 
natural landscapes in a range of sizes.

Results and Discussion 

For the depth residual adaptive network model (hereafter 
referred to as model 1), VGG-19, and “SRCNN” created 
in this work, the data set utilized in it (collectively called 
data set 1) and the basic data set imagenet data set 
are used instead. Two sets of testing yielded different 
results. In Table 1, the “PSNR” index is mentioned, and 
in Table 2, the SSIM index is mentioned.

Fig. 11: Image style migration results of model 1 for 
images from different datasets

Figure 11 shows that the first dataset consists of photos 
of the outside of the Shanghai Bund, whereas Imagenet 
is a database of images of animals. Not only are the two 
ensembles not identical, but the style photographs used 
to illustrate them are also somewhat different. One is 
painting, and the other is painting images. Nevertheless, 
Model 1 was able to effectively apply the desired style 
to the target picture, achieve the goal of style transfer, 
and produce satisfactory results regardless of whether 
the Imagenet dataset contained images of animals or 
the Shanghai Bund exterior. Table 1 displays the precise 
data. Based on the results of the study, it is clear that 
this model is useful for the newly created dataset, and 
it also proves that this model can be used to transfer 
picture styles in practice.



National Journal of Antennas and Propagation, ISSN 2582-2659 19Journal of VLSI circuits and systems, , ISSN 2582-1458 

RESEARCH ARTICLE WWW.VLSIJOURNAL.COM

 1.8-V Low Power, High-Resolution, High-Speed 
Comparator With Low Offset Voltage 

Implemented in 45nm CMOS Technology

 Ishrat Z. Mukti1, Ebadur R. Khan2. Koushik K. Biswas3

1-3Dept. of EEE, Independent University, Bangladesh, Dhaka, Bangladesh

AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.

Author’s e-mail: ishratzahanmukti16@gmail.com, ebad.eee.cuet@gmail.com, kou-
shikkumarbiswas13@gmail.com

How to cite this article:  Mukti IZ, Khan ER, Biswas KK. 1.8-V Low Power, High-Res-
olution, High-Speed Comparator With Low Offset Voltage Implemented in 
45nm CMOS Technology. Journal of VLSI Circuits and System Vol. 6, No. 1, 2024 (pp. 
19-24).

Journal of VLSI Circuits and Systems, ISSN: 2582-1458 Vol. 6, No. 1, 2024 (pp. 19-24) 

IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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The training results of the two separate training sets 
from the model “SRCNN” and the model VGG-19 are 
marginally lower than the model built in this study, 
as seen in Figure 12. The comparison model described 
above is capable of executing a successful style transfer 
on the aforementioned photos of the dataset, regardless 
of whether it is the Imageten dataset, which primarily 
consists of animal images, or the first dataset 1, which 
includes Shanghai Bund exterior pictures. The style 
transfer effect is fully realized by applying the style 
image of the aforementioned image to the target image. 
While the “SRCNN” model migrates better for animal 
models, leaning more towards the animal itself, the 
VGG-19 model migrates worse for animal models, leaning 
more towards the style image. Model I was the best in 
this regard. Figure 11 shows that of the two scenarios, 
model i is the worst option. The model’s efficacy has 
been confirmed, and the style change is less drastic, 
which may aid in better communicating the author’s 
views.

Table 1: Comparison of “PSNR” indexes of  
different models for data sets

“model” “Dataset 1” “ImageNet Dateset”

“Model 1” “36.35” “36.09”

“VGG-19” “31.33” “31.24”

“SRCNN” “32.48” “32.01”

Table 2 “Comparison of SSIM indicators of different 
models for data sets”

“model” “Dataset 1” “ImageNet Dateset”

“Model 1” “0.9413” “0.9207”

“VGG-19” “0.9109” “0.9287”

“SRCNN” “0.8354” “0.8698”

For graphics style transfer during training, the depth 
residual adaptive network model created in this research 
outperforms the two standard models, VGG-19 and 

“SRCNN,” as shown in Table 1 and Table 2, which provide 
an overall comparison of the two evaluation indices. 
Table 1 shows that the paper’s model 1 “PSNR” is 5.02 
dB and 3.87 dB higher than other models for dataset 1, 
in terms of “PSNR.” On the other hand, for the Imagenet 
dataset, it’s 4.85 dB and 4.08 dB higher. Additionally, 
the model developed for this study exhibits robust visual 
style migration performance for both the Imagenet 
dataset and dataset 1, as seen in Table 2—the structural 
similarity index for datasets illustrated in Tables 1 and 
2. It is clear that the Imagenet dataset has a lesser 
structural similarity than vgg-19, but any value over 0.9 
shows a reasonable amount of visual style migration. 
The model’s performance on Imagenet is better than the 
one built in this study, but it’s poorer on dataset 1, and 
that’s because vgg-19 has been used to train the model 
by many academics. With a large migration factor and 
superior overall graphic style migration capacity, it is 
clear that model 1 established in this research is the 
best option.

Conclusion

In an effort to make creative creativity easier to reach, 
this research aims to provide a model for transferring 
image styles using depth residual adaptive networks. 
The goal is to utilize this technology to produce easy 
technical art by transferring graphic styles from one 
style to another. This model takes into account image 
characteristics by introducing a convolutional neural 
network, improving upon that model, introducing 
an adaptive model and depth residual theory, and 
finally, using a loss function that combines pixel loss 
with perceptual loss to further improve the quality of 
the reconstructed image. To create a new dataset 1, 
we used it to extract various types of high-definition 
photographs. For comparison training, we also included 
the classic imagenet dataset, vgg-19, “SRCNN” models, 
and others. The evaluation can also suggest that the 
quantitative and qualitative assessments have improved 

Fig. 12: Image style migration results of other models for different dataset images
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OTA is a fundamental component in the majority of 
analog circuits with linear input-output characteristics. 
It is essentially identical to conventional operational 
amplifiers in which differential inputs are present. The 
primary distinction between OTA and traditional OPAMP is 
that the output of OTA is in the form of current, while the 
output of conventional OPAMP is in the form of voltage. 
The comparator has two special properties.

• Input Swing
• Output Swing

Our target is a small change of ∆VGS as if we get a sharp 
digital output in the comparator. We know, Inverter has 
a very high gain. We make the OTA stage by connecting 
a differential amplifier with an Inverter. All the MOSFETs 

of the MOSFETs was increased to four times of the nominal 
length which has provided the design with a better Noise 
Figure, PSRR, Gain, and CMRR performance.

relAted work

Over decades, the design of a comparator has been 
implemented. With the use of various process technology, 
several researchers have produced a variety of acceptable 
comparator structures for a variety of applications.

Developed a three-stage voltage comparator 
concentrated on improving comparator sensitivity and 
total gain in this design. B. Prathibha et al.[2] suggested a 
three-stage CMOS comparator with a high-speed operation 
to gain a lower static & dynamic power dissipation and a 
smaller offset voltage. Satyabrata et al.[3] compare the 
traditional comparator to the latched and hysteresis-
based comparator. Zbigniew[4] presented the design of 
a comparator for a high-linearity flash ADC, which was 
realized in a 22nm FDSOI process with a 0.8V supply. The 
architecture of a pipelined ADC mismatch insensitive 
dynamic comparator.[5] High-resolution comparators have 
also been designed utilizing offset measurement and 
a cancellation technique involving dynamic latches.[6]  
Consequently, it was suggested to build a dynamic 
comparator with high accuracy and low offset.

This paper focused on the highly linear, low offset 
voltage, high resolution, and low power performance of the 
Comparator. The comparator design given in this paper is 
designed that can be used with flash ADC.

ArchItecture of compArAtor

The comparator circuit is the essential element of every 
ADC. The total performance of the ADC is determined by 
the properties and performance of the comparator. Fig. 
1 depicts the block diagram of the proposed comparator. 
This topology comprises two blocks in it.

• OTA Stage
• Output Stage

Up to the OTA, the stage amplification of analog input 
is performed. Then the buffer stage further amplifies to 
give a level as well as strengthen the OTA OUTPUT signal 
for load driving. After the output buffer stage, a digital 
signal is created on the output side. Fig. 2 depicts the 
schematic of the entire idea.

Fig. 1: Block diagram of the suggested Comparator
Fig. 3: Differential Pair, OTA Stage, and Current Mirror 

for The Comparator

Fig. 2: Schematic of the 45nm CMOS-based 
Comparator
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the visual quality and detail of the reconstructed image, 
and that the proposed model outperforms the other 
two models in the objective assessment indexes, such 
as “PSNR” and SSIM. Additionally, the training impact 
of the model in this study is comparable to that of the 
self-constructed dataset 1, which demonstrates that the 
model has strong application, when compared to the 
Imagenet dateset dataset. We are able to demonstrate 
the substantial practical importance of the suggested 
paradigm. Despite being well-versed in a wide range 
of subjects, the author of this piece cannot attest to 
Innoviz’s applicability in other domains as the company 
does not disclose its intended use in detail and since 
there has been insufficient investigation into relevant 
technology. The author plans to revise and improve this 
piece based on her future studies on the subject.
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AbstrAct

This paper presents the design of a comparator with low power, low offset voltage, 
high resolution, and rapid speed. The designed comparator is built on 45 𝑛𝑛𝑛𝑛 flip CMOS 
technology and runs 4.2 𝐺𝐺 samples per second at nominal voltage. It is a custom-made 
comparator for a highly linear 4-bit Flash A/D Converter (ADC). The outlined design 
can operate on a nominal supply of 1.8 V. The comparator offset voltage was elevated 
because of this mismatch. To compensate for the offset voltage, we followed a decent 
approach to design the circuits. Therefore, the offset voltage is reduced to 250𝜇𝜇𝜇𝜇. 
The designed comparator has a unity gain bandwidth of 4.2 𝐺𝐺𝐺𝐺𝐺𝐺 and a gain of 72𝑑𝑑𝑑𝑑 at 
nominal PVT, which gives us a considerable measure of authority. The dynamic power 
consumption of the comparator is 48.7𝜇𝜇𝜇𝜇. The layout of this designed comparator has 
been implemented, and the area of the comparator is 12.3 𝜇𝜇𝑛𝑛 × 15.75 𝜇𝜇𝑛𝑛. The re-
sults of pre-and post-layout simulations in various process, voltage, and temperature 
corners are shown.
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IntroductIon 
A comparator is a device that compares between two input 
signals, basically an input analog signal with a reference signal, 
and gives outputs in terms of a digital signal based on the result 
of the comparison. Comparators are widely used in various 
circuits, especially A/D converters (ADC). An ADC application 
is one that requires a quicker operating speed and reduced 
power consumption. They also aim for a reduced noise level and 
a lower offset voltage. The comparator is crucial in obtaining 
greater operating speeds and lower power consumption. The 
comparator we suggest is made using CMOS technology, which 
has strong noise immunity and low static power consumption. 
This article details the design of a comparator for use in a 
4-BIT FLASH ADC with a sampling rate of 4.2 GHz. In such a 
circumstance, the device’s accuracy should be no less than 
1/2 LSB. When the reference voltage and supply voltage are 
identical, the LSB value of an N-bit ADC is provided by the 
following formula:
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 LSB= {VDD/ (2) ^N} (1)

The desired comparator resolution is 112.5 mV for a 
4-BIT converter with a 1.8V supply voltage. In this work, 
we examine the design and operation of a current-based, 
low-power comparator. In order to gain more precision 
and minimize, a competent offset cancellation method has 
been implemented. In this comparator, super low threshold 
MOSFETs are used. In general, in a conventional MOSFET 
structure, the gate capacitance tends to show a higher 
value. For this reason, the threshold of the MOSFETs tends 
to be higher. One of the techniques to obtain a super low 
threshold of MOSFETs is to fabricate the MOSFETs with 
lower gate capacitance. As the gate capacitance is lower 
in these types of MOSFETs, the threshold voltage will 
reduce a lot which will give a better headroom for design, 
to have a great ICMR range, low power consumption, and 
large obtainable gain while keeping all the MOSFETs in 
saturation. SLVT MOSFETs allow doing that. Also, the length 
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